A comprehension task using A-level Mathematics

Numerical Fraud and the Power of One

1
It is a surprising and little-known fact that just over 30% of numbers in 

2
everyday use begin with the digit 1.  This natural law of numbers was

3
discovered accidentally by Simon Newcomb, but Frank Benford developed the

4
use of the law and, as is often the case, it was named after him rather than

5
Newcomb.

6
A lecturer who was working at St. Mary's University, Halifax, Nova Scotia, 

7
asked his students to take a set of real-life commercial figures, and find out what 

8
proportion of them started with 1.  One of his students found that 93% of his 

9
data started with 1.  The lecturer, Mark Nigrini, realised that this was very 

10
unlikely with real data.  The original data, if real, was likely to be fraudulent.

11
Bank managers and tax inspectors who had previously seen the figures had not 

12
noticed that anything was awry as the digits 0 to 9 were evenly spread 

13
throughout the data.  But this is just the problem: they shouldn't have been.  

14
There shouldn't have been so many initial 1s either.

15
Simon Newcomb first discovered the relationship in 1881, when he noticed that 

16
sets of logarithm tables got grubbier in the first few pages than the later ones.  

17
[When more than 4 significant figures are given for log tables, many pages are 

18
needed to print them out.]  The surprising conclusion had to be that more 

19
calculations were being done with numbers that had 1 as their initial digit.  The 

20
relationship he came up with and which came to be known as Benford’s law 

21
states that in a reasonably large set of naturally occurring numbers, the 

22
proportion of those beginning with the digit D is 
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23
It wasn't until around 1938 when Frank Benford noticed the same effect that any 

24
great interest was displayed in the "Grubby Pages Effect".  Benford collected

25
20 229 numbers from a variety of data sets: drainage areas of rivers, and 

26
numbers in magazine articles, for instance.  They all fitted the same proportions 

27
of most significant digits.

28
Next, in 1961, a mathematician at Rutgers University, New Brunswick, New 

29
Jersey, called Roger Pinkham, postulated that if such a law existed then it must 

30
be true regardless of the units of measurement that are used.  He showed 

31
mathematically that Benford's law is indeed scale-invariant.  He also showed 

32
that Benford's law is the only one which fits a distribution of most significant 

33
digits which is scale-invariant.

34
Samples of real-life numbers which conform to Benford's law

35
1.
The sample of numbers must be large enough for the proportions of the most 

36

significant digits to have "settled down".

37
2.
The numbers must have no artificial limits, and can take any value without 

38

constraint.

39
Scores on a die are not suitable: they are limited to the values 1 to 6, and they 

40
belong to a uniform distribution.

41
The price of 10 different types of beer is not suitable either: market forces 

42
constrain the prices within a fixed narrow range.  The sample is also too small.

43
Numbers which are truly random cannot conform to Benford's law either  -  the 

44
proportions of the most significant digits are, by definition, equal.

45
Finally, in 1996, Theodore Hill of Georgia Institute of Technology, Atlanta 

46
uncovered what is apparently the true origin of Benford's law.  In statistics, a lot 

47
of distributions of naturally occurring data fit the Gaussian curve, while 

48
temperatures rise and fall in wave patterns and the strength and frequency of 

49
earthquakes are related by a logarithmic law.  If random subsets of a variety of 

50
such distributions are assembled, the leading digits will conform ever more 

51
closely to a "Distribution of Distributions": Benford's law.

52
It was the mathematical validation of the law that enabled Mark Nigrini to lead a 

53
campaign for its use in exposing fraud.  In his doctoral thesis of 1992 he called 

54
the techniques of detecting deviations from expected patterns "digital analysis".  

55
Cases first arose from his students' projects, but it has since been used more 

56
widely for bigger frauds.  It is even used to detect computer bugs, and may 

57
have been used to uncover problems arising from the year 2000 problem.

58
Now that most numerical data is stored on computer: in spreadsheets or 

59
databases, it is quick and easy to make the necessary comparisons.  One such 

60
audit showed that fraudulent claims for reimbursement for the cost of heart 

61
surgery ranging from $6500 to $6599 had been made on 13 occasions.  This led 

62
to the discovery of other fraudulent claims, totalling around $1 million.

63
It is also possible to use digital analysis to reveal fraud in clinical trials on drugs, 

64
and in scientific experiments in general.

65
Theodore Hill believes that a future use may be in checking how realistic the 

66
mathematical models are that demographers and Treasury forecasters use.

67
Both Nigrini and Hill stress that Benford's law can be mis-applied.  Deviations 

68
from the law do not prove fraud.  Rounding up and down is one very innocent 

69
way of distorting the proportions.  The law does, however, give a very useful 

70
first indication that a fraud may have been committed.

Answer these questions about the text above.  Use sentences.

1.
Why is the “fact” surprising?
(line 1)

2.
Calculate the percentages for each of the values of D from 1 to 9.  (line 22)


Why is D never 0?

3.
List all the numbers that occur in the text.  What proportion of these numbers (written as a percentage) commence with 1?  (This is a small sample, breaking condition 1. in lines 35,36.)  Why are the proportions skewed this way?

4.
What is the common logarithm of 6.9832 to five significant figures?


What is the characteristic of a logarithm, and what is its mantissa?

5.
Find a set of 4-figure logarithm tables.


Show how you would set out 5-figure tables.

6.
Find the meaning of


(a)
grubby  (lines 16,24)
(b)
postulated  (line 29)
(c)
scale-invariant  (lines 31,33)
(d)
constraint  (line 38)

7.
Find two other expressions, used in the text, for "most significant digit(s)".  (line 27, 33, etc)

8.
H T T H T  is the start of a sequence of heads and tails when a coin is tossed.  Continue the sequence by tossing a coin, until your list has 200 letters in it.

9.
Find two other names for the Gaussian curve (or Gaussian distribution).

10.
Use a spreadsheet to generate the first 50 terms of the Fibonacci sequence.  Looking at ALL the digits, what are the proportions of 0 to 9?


What are the proportions of 1 to 9 in the most significant digits of the first 200 terms of the series?  (Include a print-out of your spreadsheet with your answers.)


[  Based on an article by Robert Matthews: “The Power of One” written in “New Scientist” (10 July 1999). ]


Other references:
an article by Malcolm N. Browne in The San Diego Union Tribune 26 Aug 1998
(http://web.cari.net~ddbass/news0002.htm)



http://lark.cc.ukans.edu/~srivasta/html/nigrini.html
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